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Abstract—Binarization plays an important role in document image processing, particularly in degraded document images. Among all local adaptive image thresholding algorithms, the Nick method has shown excellent binarization performance for degraded document images. However, local image thresholding algorithms, including the Nick method, are computationally intensive, requiring significant time to process input images. In this paper, we propose three CUDA GPU parallel implementations of the Nick local image thresholding algorithm for faster binarization of large images. Our experimental results show that the GPU-accelerated implementations of the Nick method can achieve up to 150x performance speedup on a GeForce GTX 480 compared to its optimized sequential implementation.
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I. INTRODUCTION

Document binarization as the first step in Optical Character Recognition (OCR) systems has been an active research area for many years. The simplest way to accomplish this binarization is thresholding. In thresholding, a threshold value (pixel intensity) is selected, all pixels intensities above this threshold are set to 1 (background) and values below this threshold are set to 0 (foreground) [1][2]. Many algorithms have been proposed for document image thresholding. These algorithms are divided into two main subgroups: global methods and local methods. In global methods, a single threshold value is selected for the whole image, and each pixel is assigned to the foreground or background based on this threshold. In local binarization methods, a different pixel threshold is selected for each pixel of the image, according to its neighboring pixels in a local region.

Global binarization methods such as Otsu [3] are often very fast, and give good results for typical scanned documents. However, in the cases that illumination over the document is not uniform, for instance in scanned book pages or camera-captured documents, global binarization methods tend to produce marginal noise, especially along page borders. Local methods, such as Bernsen [4], Niblack [5], Sauvola [6], and Nick [7] try to solve quality problems of global methods by computing thresholds separately for each pixel using information from the local neighborhood of the pixel. These methods usually achieve good results even on severely degraded documents. One major barrier in the application of these local methods is their high computational cost. Since the computation of image features is performed for all pixels, these local methods are often very slow [8][9].

For a given document image, different methods may create different binary images. Local methods have been evaluated in [10], [11], [12], and [13] for different types of documents. Authors in [12] present an evaluation of eleven local binarization methods for grayscale images with low contrast, variable background intensity and noise. In that evaluation, the Niblack method [5] was found to produce the best results. Different improvements have since been made to the original Niblack method to further improve results. These include Sauvola [6], Wolf’s work [14], and Feng’s method [15].

The Nick method [7] introduces an improvement in the Niblack algorithm by improving binarization for “white” and light page images through shifting down the binarization threshold. This method has shown good performance even for images where the gray values of text and non-text pixels are very similar. However, like all local methods, Nick also suffers from long processing time for image binarization, since a separate threshold value must be computed for each image pixel. Figure 1 shows two examples of document image binarization using the Nick algorithm.
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Figure 1—Two examples of image binarization using the Nick local image thresholding method.

Fortunately, the rapid development of Graphic Processing Units (GPUs) offers a new opportunity to solve the computation bottlenecks of many image processing algorithms [16]. Two parallel image processing algorithms, Sobel edge detection and Homomorphic filtering image enhancement, are implemented on GPUs and are compared with their sequential implementations in [17]. The performance comparison results indicate up to 25x speedup for Sobel and up to 49x for Homomorphic filtering algorithm compared to the CPU-based implementations. The authors in [18] implement several classical image processing algorithms in CUDA, achieving up to 40x speedup for histogram equalization, up to 79x speedup for cloud removing, and about 8x for DCT encoding and decoding. One issue with their results is that they do not consider the overhead time of transferring data from the host CPU to the GPU memory. For image thresholding algorithms, a CUDA-accelerated implementation for the fast version of the Sauvola method has been presented in [19], achieving 38x speedup in comparison with its sequential C version.
A solution to reduce the long processing time of the Nick method is to move from the sequential C implementation toward CUDA GPU parallel programming and implement a CUDA parallel version for this well-known local algorithm. In this paper we propose three efficient CUDA kernels to solve the long latency problem of the Nick method. The paper makes the following contributions:

- We develop a simple CUDA kernel for the Nick method which loads and accesses data only from the GPU global memory and so relies on caching for good performance.
- We provide a second CUDA kernel which exploits shared memory to reduce the number of accesses to global memory by loading some highly reused elements into the block shared memory.
- We write a third CUDA kernel which accesses global memory only for loading the data into shared memory and subsequently performs all memory accesses in shared memory.
- We show significant performance improvements by exploiting the developed CUDA kernels for running the Nick method on the GPU.
- We show how changing block size, window size, and image size can affect the maximum achievable speedup.
- We show performance scalability of the developed CUDA kernels as GPU architecture scales up.
- Finally, we develop several linear regression models to predict the total binarization time of a given input image using the developed kernels, including the time required to transfer data to the GPU’s memory.

Our experimental results indicate that the GPU-accelerated versions can generate the output binary image over 150x faster than the optimized sequential version when we consider the overheads of executing CUDA kernels on the GPU. The remainder of this paper is organized as follows: Section II briefly introduces the Nick method and its main threshold equation and provides some background on CUDA GPU programming. A serial implementation for the Nick method optimized for running on the CPU is presented in Section III. Section IV presents our proposed CUDA GPU versions of the Nick algorithm along with CUDA optimizations and considerations. The methodology of our experiments is presented in Section V, and the experimental results, including the effect of changing important parameters, are discussed in Section VI. Several linear regression models for predicting the binarization time using the developed kernels are discussed in Section VII. Section VIII summarizes and concludes the paper.

II. BACKGROUND

A. Nick thresholding algorithm

Consider a grayscale document image in which \( p(x,y) \in [0,255] \) is the intensity of a pixel at location \((x, y)\). In the local adaptive thresholding techniques, the aim is to compute a threshold \( t(x,y) \) for each pixel such that:

\[
Out(x,y) = \begin{cases} 
0 & \text{if } p(x,y) \leq t(x,y) \\
1 & \text{otherwise}
\end{cases}
\]

In the Nick binarization method, the threshold \( t(x,y) \) is computed using the mean \( m(x,y) \) and square root of the difference between the sum of the squares of pixel intensities inside a local window and \( m(x,y) \) divided by the total number of image pixels in that local window centered at \( p(x,y) \):

\[
t(x,y) = m(x,y) + K \cdot \sqrt{(\sum P(x,y)^2 - m(x,y)^2) / NP}
\]

where \( K \) is a parameter in the range \([-0.2,-0.1]\) depending on application requirements [7]. Figure 2 presents a simple flowchart for computing the threshold value and output binary value using the Nick method when the local window size is 9*9. In order to produce the binarized output image in the Nick method, the threshold \( t(x, y) \) must be computed for all pixels of the given input image. Computing \( t(x, y) \) in a traditional way results in a computational complexity of \( O(W^2N^2) \) for an \( N \times N \) image and a \( W \times W \) window, which makes this algorithm a computationally intensive method. Note that increasing the size of the local window in local methods often improves the quality of thresholding. However, this increment results in longer processing time to complete the thresholding process. Since in this kind of image processing algorithm, a massive but similar amount of computations should be done for each image pixel, implementing a parallel version seems to be a reasonable solution for reducing the total latency.

![Figure 2- Nick method flowchart for a 9*9 local region.](image)

B. CUDA GPU programming

CUDA is a GPGPU programming model developed by NVIDIA. In CUDA, kernels act as regular C functions executed N times in parallel when called by N different GPU threads [20]. The structure of a CUDA program reflects the coexistence of a host (CPU) and one or more devices (GPUs)
in the computer. The host code is run as a traditional CPU process which launches the device code on the GPU devices.

In CUDA, host and devices may have separate memory spaces. As such, executing a kernel on a device requires allocating global memory on the device and transferring data from the host memory to the allocated device memory. This transfer is considered as one of the main overheads of executing CUDA kernels. When a host code launches a kernel, the CUDA runtime system generates a grid of threads organized in a two-level hierarchy. Each grid is organized into an array of thread blocks. The number of threads in each thread block is specified by the host code when a kernel is launched. GPUs are organized into an array of highly-threaded streaming multiprocessors (SMs). Threads are assigned to these SMs at the block granularity [21]. Once a block is assigned to a SM, it is further divided into 32-thread units called warps which is the unit of thread scheduling in SMs. An SM is designed to execute all threads in a warp following the single instruction, multiple data (SIMD) model, so all threads in a warp will execute in lockstep.

CUDA supports several types of memory. Constant memory can be written and read by the host and supports short-latency, high-bandwidth, read-only access by the device. When we declare a device variable as constant, it will only access by the

CUDA single-threaded implementation.

As a reference, we need to first develop an optimized single-thread implementation of the Nick method. According to the main equation of the Nick method, the main step of calculating \( t(x, y) \) is to compute the total sum of the pixel intensities and also the total sum of the squares of pixel intensities in the local window. Since for marginal pixels of the image the size of the local window is smaller than the image central pixels’ local window, we need to compute the size of the local window for each pixel separately. Based on the extracted values for the local window sizes, producing \( m(x, y) \) and \( t(x, y) \) for image pixels is straightforward. After calculating the threshold value corresponding to each image pixel, by a simple comparison between \( p(x, y) \) and \( t(x, y) \) the output binary value is produced. Algorithm 1 shows the sequential implementation of the Nick method.

### Algorithm 1. Serial implementation of the Nick method

```plaintext
1. for i=0 to image_height-1 do
2. for j=0 to image_width-1 do
3. sum ← 0
4. square_sum ← 0
5. index ← i * image_width + j
6. window_begin_x ← max (0, i - window/2)
7. window_begin_y ← max (0, j - window/2)
8. window_end_x ← min (image_height-1, i + window/2)
9. window_end_y ← min (image_width-1, j + window/2)
10. window_size ← (window_end_x - window_begin_x) * (window_end_y - window_begin_y)
11. for x=window_begin_x to window_end_x do
12. for y=window_begin_y to window_end_y do
13. temp ← image[x*image_width+y]
14. sum ← sum + temp
15. square_sum ← square_sum + temp * temp
16. end for
17. end for
18. mean ← sum / window_size
19. threshold ← mean + K*sqrt ((square_sum - mean*mean) / window_size)
20. if threshold < image[index] then output[index] ← 1
21. else output[index] ← 0
22. end if
23. end for
24. end for
```

### III. SERIAL IMPLEMENTATION

#### A. CPU Single-thread Implementation

As a reference, we need to first develop an optimized single-thread implementation of the Nick method. According to the main equation of the Nick method, the main step of calculating \( t(x, y) \) is to compute the total sum of the pixel intensities and also the total sum of the squares of pixel intensities in the local window. Since for marginal pixels of the image the size of the local window is smaller than the image central pixels’ local window, we need to compute the size of the local window for each pixel separately. Based on the extracted values for the local window sizes, producing \( m(x, y) \) and \( t(x, y) \) for image pixels is straightforward. After calculating the threshold value corresponding to each image pixel, by a simple comparison between \( p(x, y) \) and \( t(x, y) \) the output binary value is produced. Algorithm 1 shows the sequential implementation of the Nick method.

### B. CPU Multi-threaded Implementation

The sequential implementation of the Nick method presented in section III.A, was a single-threaded application for a CPU. If we develop a multi-threaded program to implement the Nick method, the CPU implementation could have much better performance than the current serial single-thread version (Maximum N time speedup using N threads). Although multi-core and multi-threaded CPUs could be helpful for such a computation-intensive algorithm, the number of cores in a typical CPU is much less than the number of cores in a GPU. Therefore, we expect the GPU to achieve much better performance speedups compared to a multi-threaded CPU implementation, because GPUs can achieve massive parallelism for applications that have limited data dependency [22]. In the Nick method, computing the threshold value for each pixel of the image is independent of the threshold value computation for other pixels, which makes the algorithm well-suited for GPU computing.

### IV. PARALLEL IMPLEMENTATION

We use CUDA C to implement three efficient parallel versions of the Nick method. In our CUDA kernels, each thread is responsible for computing the threshold value as well as the output binary value of one image pixel. The main difference between these three CUDA kernels is in the way that they load and access image pixel intensity data. The first CUDA kernel loads all pixel intensities directly from the global memory and relies completely on the GPU SM’s L1 cache to reduce global memory bandwidth. The second kernel exploits both SM shared memory and global memory, loading most of the pixels from the shared memory. Finally, the third kernel completely relies on the shared memory: all memory accesses are to the on-chip short-latency shared memory. The motivation for the first kernel is its simple implementation, while the second kernel exploits shared memory to reduce global memory bandwidth, and the third kernel attempts to
maximize data reuse and minimize global memory bandwidth by increasing the amount of shared memory used. Although the third kernel may enjoy faster memory accesses, increased shared memory usage may limit parallelism in some scenarios.

A. First CUDA kernel-Global

The first CUDA kernel is presented in Algorithm 2. In this kernel, each thread is responsible for processing one pixel of the image in the following steps.

- Map the indices of each thread to one pixel of the image.
- Determine the start and end of the local window.
- Compute the size of the local window (marginal pixels have fewer pixels in their local neighborhood).
- Compute the total sum of all pixels in the local window.
- Calculate the total sum of the squares of all pixels in the local window.
- Calculate the mean value of the local window by dividing the total sum by the local window size.
- Calculate the threshold value based on the Nick main equation using the values produced in previous steps.
- Generate and store the output binary value by comparing the computed threshold value and the corresponding pixel intensity.

Algorithm 2. The first CUDA kernel (Global)

1. row ← (blockIdx.y * BLOCK_SIZE) + threadIdx.y;
2. col ← (blockIdx.x * BLOCK_SIZE) + threadIdx.x;
3. index ← row * image_width + col;
4. window_begin_x ← max (0, row – window/2)
5. window_begin_y ← max (0, col– window/2)
6. window_end_x ← min (image_width, row + window/2)
7. window_end_y ← min (image_height, col + window/2)
8. window_size ← (window_end_x - window_begin_x) * (window_end_y - window_begin_y)
9. if row < Image_height and col < Image_width do
10. beam ← 0
11. square_sum ← 0
12. for i = window_begin_x to window_end_x do
13. for j = window_begin_y to window_end_y do
14. temp ← image[(i*image_width) + col]
15. sum ← sum + temp
16. square_sum ← square_sum + temp * temp
17. end for
18. end for
19. mean ← mean / window_size
20. threshold ← mean + K*sqrt((square_sum – mean*mean) / window_size)
21. if threshold < image[index] do output_global[index] ← 1
22. else output_global[index] ← 0
23. end if
24. end if

The first effort in implementing a parallel version of the Nick method loads all required data from the GPU grid global memory. Since all memory accesses in this kernel are to long latency global memory, one might think that it cannot provide much performance improvement in comparison with the optimized sequential C version. However, as shown in the experimental results section, in some cases, this kernel is able to provide more than 100x speedup because of the spatial and temporal locality features of the Nick method which allow us to exploit caching of the most frequently used pixels in the SM L1 cache and also the grid shared L2 cache.

Keep in mind that in all of the CUDA kernels, the BLOCK_SIZE variable is the square root of the total number of threads in each block, and WINDOW_SIZE is the square root of the total number of pixels in the local window. For example BLOCK_SIZE=16 and WINDOW_SIZE=15 means there are 16*16 threads in each block and the local window size is 15*15.

B. Second CUDA kernel – Global-Shared

In the second CUDA kernel (Algorithm 3) we exploit the GPU SMs’ shared memories to reduce the number of accesses to the grid global memory. To do this, we divide the input image into smaller tiles and each block of threads loads one tile of image pixels into its shared memory. Threads in each block, in the process of computing the threshold values, need to access two different memory locations. Some local pixels are available in the block shared memory, so threads of that block will access them through shared memory. Some other pixels, which are mostly located in the local window of the marginal pixels of each tile, are loaded from the grid global memory. The larger the window, the more global memory accesses need to be done for the marginal pixels of each tile.

Algorithm 3. The second CUDA kernel (Global-Shared)

1. shared [BLOCK_SIZE][BLOCK_SIZE]
2. row ← (blockIdx.y * BLOCK_SIZE) + threadIdx.y
3. col ← (blockIdx.x * BLOCK_SIZE) + threadIdx.x
4. index ← row * image_width + col
5. Tile_begin_row ← min (blockIdx.y, BLOCK_SIZE)
6. Tile_begin_col ← (blockIdx.x, BLOCK_SIZE)
7. Tile_end_row ← (blockIdx.y + 1) * BLOCK_SIZE
8. Tile_end_col ← (blockIdx.x + 1) * BLOCK_SIZE
9. if row < image_height and col < image_width do
10. Shared[threadIdx.y][threadIdx.x] ← image[row * image_width + col]
11. else
12. Shared[threadIdx.y][threadIdx.x] ← 0
13. end if
14. __syncthreads();
15. window_begin_x ← max (0, row – window/2)
16. window_begin_y ← max (0, col – window/2)
17. window_end_x ← min (image_height, row + window/2)
18. window_end_y ← min (image_width, col + window/2)
19. window_size ← (window_end_x - window_begin_x) * (window_end_y - window_begin_y)
20. if row < Image_height and col < Image_width do
21. sum ← 0
22. square_sum ← 0
23. for i = window_begin_x to window_end_x do
24. for j = window_begin_y to window_end_y do
25. temp ← image[(i*image_width) + col]
26. if threshold < image[index] do output_global[index] ← 1
27. else output_global[index] ← 0
28. end if
29. end for
30. sum ← sum + temp
31. square_sum ← square_sum + temp * temp
32. end for
33. end for
34. mean ← sum / window_size
35. threshold ← mean + K*sqrt((square_sum – mean*mean) / window_size)
36. if threshold < image[index] do output[index] ← 1
37. else output[index] ← 0
38. end if
39. end if
In this kernel, depending on the number of threads in each block and also on the size of the window, the number of pixels to be loaded from the shared memory or the global memory will be different. The range of data reuse for different elements of the shared memory starts from the minimum reuse, \( \left( \left\lfloor \text{default size of the local window} / 2 \right\rfloor + 1 \right)^2 \), for the elements located in the corners of the block shared memory, to the maximum reuse equal to the size of the local window for the central elements of the shared memory.

C. Third CUDA kernel - Shared

Finally, in the third CUDA kernel (Algorithm 4), each thread loads all local window pixel intensities from the block shared memory. Since all local pixels are loaded from the block shared memory, each block in this kernel needs to have \((\text{BLOCK}\_\text{SIZE} + \text{WINDOW}\_\text{SIZE})^2\) shared memory, which is larger than the size of the shared memory in the second kernel, \((\text{BLOCK}\_\text{SIZE})^2\). Thus, there is a tradeoff between larger shared memory requirement and more data reuse.

Algorithm 4. The third CUDA kernel (Shared)

1. Shared \([\text{BLOCK}\_\text{SIZE}+\text{WINDOW}\_\text{SIZE}]\)
2. \(\text{[BLOCK}\_\text{SIZE}+\text{WINDOW}\_\text{SIZE}]\)
3. \(\text{2. tx} \leftarrow \text{threadIdx.x}\)
4. \(\text{3. ty} \leftarrow \text{threadIdx.y}\)
5. \(\text{4. row_o} \leftarrow (\text{blockIdx.y} \times \text{BLOCK}\_\text{SIZE}) + \text{ty}\)
6. \(\text{5. col_o} \leftarrow (\text{blockIdx.x} \times \text{BLOCK}\_\text{SIZE}) + \text{tx}\)
7. \(\text{6. row_i} \leftarrow \text{row_o} - \text{window}/2\)
8. \(\text{7. col_i} \leftarrow \text{col_o} - \text{window}/2\)
9. \(\text{8. index} \leftarrow \text{row_o} \times \text{image_width} + \text{col_o}\)
10. if \(\text{row_i} \geq \text{0} \text{ and col_i} < \text{image_width}\)
11. \(\text{and} \text{col_i} > \text{0} \text{ and col_i} < \text{image_width}\)
12. \(\text{do}\)
13. \(\text{Shared[ty][tx]} \leftarrow \text{image[row_i*image_width+col_i]}\)
14. \(\text{11. else}\)
15. \(\text{12. Shared[ty][tx]} \leftarrow \text{0}\)
16. \(\text{13. end if}\)
17. \(\text{14. __syncthreads();}\)
18. \(\text{15. window_begin_y} \leftarrow \text{max (0, row_o - window/2)}\)
19. \(\text{16. window_begin_x} \leftarrow \text{max (0, col_o - window/2)}\)
20. \(\text{17. window_end_y} \leftarrow \text{min (image_height, row_o + window/2)}\)
21. \(\text{18. window_end_x} \leftarrow \text{min (image_width, col_o + window/2)}\)
22. \(\text{19. window_size} \leftarrow ((\text{window_end_y} - \text{window_begin_y}) \times \text{window_end_x} - \text{window_begin_x}) \times \text{window}\_\text{size}\)
23. \(\text{20. if ty < BLOCK}\_\text{SIZE and tx < BLOCK}\_\text{SIZE}\)
24. \(\text{do}\)
25. \(\text{21. sum} \leftarrow 0\)
26. \(\text{22. square_sum} \leftarrow 0\)
27. \(\text{23. for i=0 to WINDOW}\_\text{SIZE-1 do}\)
28. \(\text{24. for j=0 to WINDOW}\_\text{SIZE-1 do}\)
29. \(\text{25. temp} \leftarrow \text{Shared [i+ty][j+tx]}\)
30. \(\text{26. sum} \leftarrow \text{sum + temp}\)
31. \(\text{27. square_sum} \leftarrow \text{square_sum + temp*temp}\)
32. \(\text{28. end for}\)
33. \(\text{29. end for}\)
34. \(\text{30. mean} \leftarrow \text{sum} / \text{window_size}\)
35. \(\text{31. threshold} \leftarrow \text{mean+K*sqrt ((square_sum - mean*mean) / window_size)}\)
36. \(\text{32. if row_o < image_height and col_o < image_width do}\)
37. \(\text{33. if threshold < image[index] do}\)
38. \(\text{34. output[index]} \leftarrow 1\)
39. \(\text{35. else}\)
40. \(\text{36. output[index]} \leftarrow 0\)
41. \(\text{37. end if}\)
42. \(\text{38. end if}\)
43. \(\text{39. end if}\)

In both the second and third kernel, each thread is responsible for loading one pixel intensity from the global memory into shared memory. Thus, the number of threads in each block should be equal to the number of elements in the shared memory. Hence, with a fixed value for \text{BLOCK}\_\text{SIZE}, the third kernel will need a larger shared memory and a larger number of threads in each block compared to the second kernel.

D. CUDA optimizations and considerations

The GPU constant memory could be a possible help only for very small images that can fit completely inside the constant memory. Dividing large images into smaller tiles and calling the kernel multiple times to exploit constant memory caching will cause extra overheads, which outweigh the advantages of using this fast access memory.

Coalescing of CUDA kernels happens when consecutive threads in the same warp access consecutive data elements in the same burst [21]. By moving across the threads in each warp, the consecutive portions of the image pixel intensities that are accessed by all three of the CUDA kernels we implemented shift. As a result, all three versions of the Nick method have a coalesced memory access pattern.

In GPU architectures, running all threads in the same warp works well when all threads within a warp follow the same execution path. When threads in the same warp follow different paths of control flow, we say they diverge in their execution [21]. Since in our kernels each thread is responsible for binarization of only one pixel, all threads in the same warp will do the same thing. The only exception would be for the cases that the size of the input image is not a multiple of the thread block size and thus some of threads in the last warps will not have enough pixels to process. Since the total number of pixels in the input images is typically much larger than the total number of threads in each block, divergence in the last warps will not have a significant impact on the total execution time of the kernels.

To improve the speed of executing floating point operations, we compiled all three CUDA kernels with the \text{-use-fast-math} compiler flag to force the device to use hardware accelerated versions of math functions. The hardware versions of math functions are significantly faster than the software versions, although they come with a slight decrease in precision [20].

Finally, copying input and output data between the host memory and the device memory are two of the main overheads when running kernels on the GPU. The function for copying data between the host and the device memories (cudaMemcpy) works much faster if we define the host memory as a pinned memory. Allocating a pinned memory reduces data copying time between the host and the device memories by a factor of about two.
V. METHODOLOGY

Nine different input images were selected to evaluate the performance of the serial and parallel implementations to see how the computation time changes when the size of the input image is scaled. Table 1 presents the dimensions as well as the total number of pixels in the selected sample images.

Table 1. The input images used in the performance evaluation experiments.

<table>
<thead>
<tr>
<th>Image input</th>
<th>Image size</th>
<th>Total pixels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image 1</td>
<td>75 * 80</td>
<td>6000</td>
</tr>
<tr>
<td>Image 2</td>
<td>169 * 366</td>
<td>61854</td>
</tr>
<tr>
<td>Image 3</td>
<td>400 * 500</td>
<td>20000</td>
</tr>
<tr>
<td>Image 4</td>
<td>500 * 1000</td>
<td>500000</td>
</tr>
<tr>
<td>Image 5</td>
<td>1000 * 1000</td>
<td>1000000</td>
</tr>
<tr>
<td>Image 6</td>
<td>1000 * 2000</td>
<td>2000000</td>
</tr>
<tr>
<td>Image 7</td>
<td>1500 * 2000</td>
<td>3000000</td>
</tr>
<tr>
<td>Image 8</td>
<td>2000 * 3000</td>
<td>6000000</td>
</tr>
<tr>
<td>Image 9</td>
<td>2500 * 4000</td>
<td>10000000</td>
</tr>
</tbody>
</table>

Table 2. Main features of the GPUs used for the experiments.

<table>
<thead>
<tr>
<th>GPU Model</th>
<th>GeForce GTX 480</th>
<th>GeForce GTX 780</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capability Version</td>
<td>2.0</td>
<td>3.5</td>
</tr>
<tr>
<td>Total Global Memory</td>
<td>1536 MByte</td>
<td>3072 MByte</td>
</tr>
<tr>
<td>Number of SMs</td>
<td>15</td>
<td>12</td>
</tr>
<tr>
<td>Cores per SM</td>
<td>32</td>
<td>192</td>
</tr>
<tr>
<td>Number of cores</td>
<td>480</td>
<td>2304</td>
</tr>
<tr>
<td>Max Threads per SM</td>
<td>1536</td>
<td>2048</td>
</tr>
<tr>
<td>GPU Clock Frequency</td>
<td>1.40 GHz</td>
<td>0.90 GHz</td>
</tr>
<tr>
<td>Memory Frequency</td>
<td>1848 MHz</td>
<td>3000 MHz</td>
</tr>
<tr>
<td>Memory bus Width</td>
<td>384 bit</td>
<td>384-bit</td>
</tr>
<tr>
<td>Memory Bandwidth</td>
<td>133 (GB/Sec)</td>
<td>288 (GB/Sec)</td>
</tr>
<tr>
<td>Shared memory per SM</td>
<td>48 KB/16 KB</td>
<td>48 KB/16 KB</td>
</tr>
<tr>
<td>L1 Cache</td>
<td>16 KB/48 KB</td>
<td>16 KB/48 KB</td>
</tr>
<tr>
<td>L2 Cache</td>
<td>786 KB</td>
<td>1572 KB</td>
</tr>
</tbody>
</table>

In order to see the effect of increasing the size of the local window on the computation time, and also on the speedup of the parallel versions, we selected the size of the local window to be 9*9, 15*15, and 33*33. Choosing 33*33 as the size of the local window gives almost the best possible output quality of the Nick method on document images. In addition to the algorithm-related parameters, 8*8, 16*16, and 32*32 were chosen as the number of threads in each thread block. A 1.6GHz Intel Xeon CPU E5603 with 32KB L1, 256 KB L2, and 4096 KB L3 caches was selected for execution of the sequential kernel. For GPU simulations, a GeForce GTX 480 with the Fermi architecture and a GeForce GTX 780 with the Kepler architecture were selected to perform the evaluation experiments and to show the performance scalability of the kernels. The GTX 780 is a newer GPU with a global memory twice that of the GTX 480. It also has substantially more cores, a faster memory with wider bandwidth, and a larger L2 cache. The main features of the selected GPUs are shown in Table 2.

VI. EXPERIMENTAL RESULTS

Figure 3 shows the measured kernel execution speedup for the largest image sample, image 9, with different local window sizes (9*9, 15*15, 33*33) and different block sizes (8*8, 16*16, 32*32) on the GTX 480 (top) and the GTX 780 (bottom).

A. Block size

Proper thread block size and kernel configurations are very important for achieving good performance for a CUDA program. Considering the limitation on the maximum number of threads in each block (1024) for current GPUs, we have performed our experiments for 8*8, 16*16, and 32*32 block sizes where each CUDA thread is responsible for only one image pixel. Note that for correct execution of the third CUDA kernel, in which the size of each block shared memory is (BLOCK_SIZE + WINDOW_SIZE)^2 and each thread is responsible for loading one image pixel from the global memory to the shared memory, we are restricted to choose the size of the block and window so that BLOCK_SIZE + WINDOW_SIZE is less than 32, and so there will not be more than 1024 threads in each block.

It can be seen from Figure 3 that the 16*16 thread block size has the best performance on the GTX480. When the thread block size is 8*8, only 512 threads are assigned to each SM for scheduling. This way the GPU occupancy will be 33% and thread-level parallelism is lost because there are not enough threads in the SM for scheduling and memory latency cannot be hidden by overlapping. On the other side, when the block size is 32*32, each SM will allow only one thread block to be scheduled for execution and so the GPU occupancy will be 67%. The best configuration for executing our CUDA kernels on the GTX480 is 16*16 in which six blocks will be brought into each SM and the occupancy is 100%. In general, the higher occupancy a kernel has, the better performance it achieves if we do not consider the
limitations of register and shared memory use [22]. Since in our kernels registers and shared memory are not a limiting factor, the 16*16 thread block size is the optimum size for gaining the best performance on the GTX480.

For the GTX780, the GPU occupancy for both 16*16 and 32*32 block sizes is 100%. When the size of the block is 16*16, each block contains 256 threads. Since in this GPU each SM can support up to 2048 threads, 8 blocks can be completely scheduled for execution on each SM, and so the GPU occupancy is 100%. For the 32*32 block size, each block includes 1024 active threads. Two thread blocks are scheduled for execution on each SM and the GPU occupancy is again 100%. Although selecting both configurations give 100% occupancy, for the first and the second kernel, the 32*32 configuration shows better performance, while the 16*16 configuration performs the best for the third kernel. This is mainly because of the limitation in selecting the BLOCK_SIZE variable in the third kernel since BLOCK_SIZE + WINDOW_SIZE should not exceed 32. Thus, for a 9*9 or 15*15 window size, we could have at most BLOCK_SIZE=16.

B. Image Size

Increasing the size of the image provides substantially more work and thus greater benefits from parallel processing. Figure 4 shows the speedups for the nine sample images using the three kernels when the block size and window size are fixed at 16*16 and 9*9. As shown in Figure 4, the achieved speedup on the GTX 480 has increased from 19x for image 1 to 137x for image 6 and to 142x for image 9, the largest image, using the first kernel. The execution speedup of the second kernel, which loads some of its elements from global memory and some others from shared memory, has increased from 30x for the smallest image to 74x for the largest image. Finally, the kernel execution speedup of the third kernel, which loads all of its elements from shared memory and has to tolerate the overhead of loading extra elements from global memory, has increased from 71x for the first image to 306x for the largest image. Based on this figure, the third kernel is best for all various size images if we are going to choose only one of the three proposed kernels for the 16*16 and 9*9 block size and local window size configurations.

![Figure 4- Kernel execution speedup for the nine image samples using the GTX 480 when the block size and window size are 16*16 and 9*9.](image)

C. Window Size

Increasing the size of the local window can greatly improve the quality of the output image at the expense of greater execution time. Recall that for correct execution of the third kernel, BLOCK_SIZE + WINDOW_SIZE must not exceed 32. Thus, we should be careful about selecting the local window size if the number of threads in each block is fixed at 16*16. By choosing 16*16 as the thread block size, the maximum value for the size of the local window is 15*15. Although selecting 15*15 as the size of the local window can give an acceptable output quality for most of the degraded document images, if one still needs better quality by using larger local windows, other kernels, such as the first kernel, can still produce more than 150x speedup.

Assume that we have the first and the third kernel available and we have already selected 16*16 as the number of threads in each block. Table 3 shows the speedups when we have 9*9 and 15*15 as two possible choices for the local window size. As can be seen in this table, in both kernels for both window sizes, enlarging the input image has caused an increase in the speedups. However, the kernels do not follow the same pattern when the size of the local window increases. For the first kernel, increasing the local window size from 9*9 to 15*15 improves the speedup for all input images. However, for the third kernel, the smaller window size produces better speedup. The reason for this change is that in the first kernel, which relies on caching, increasing the size of the local window means exploiting more locality, so more accesses are cache hits. On the other hand, for the third kernel, which exploits SM shared memory, increasing the local window size while fixing the number of threads in each block causes more overhead per thread. This is because a larger number of local elements must be loaded into the shared memory. Thus, the speedup cannot scale as much as a smaller local window could by increasing the size of the input image.

![Table 3. Speedups of binarization using the first and the third kernels on the GTX480 with a 16*16 block size when the window size changes.](image)

D. GPU Overhead

In the process of measuring the speedup we only considered the kernel execution time with respect to the execution time of the optimized sequential C version. However, the execution of the GPU kernels always comes with some overhead. The main overhead is the time required to copy the data from the host memory into the device global memory and to copy the results back to the host memory. To reduce the overheads of this data transfer, we allocate a specific amount of pinned memory in the host to the

---

[22] Assumed value.
cudamemcpy instruction. Table 4 shows the total speedups as well as the kernel execution and overhead times for the third kernel when pinned memory is exploited, and window size and block size are 15*15 and 16*16.

Table 4. The effect of using pinned memory on the GTX 480 when executing the third kernel for a window size and block size of 15*15 and 16*16.

<table>
<thead>
<tr>
<th>GPU Kernel</th>
<th>GPU Overheads time</th>
<th>Total Speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total time</td>
<td>Non-Pinned</td>
<td>Pinned</td>
</tr>
<tr>
<td>Img 1</td>
<td>0.034</td>
<td>0.109</td>
</tr>
<tr>
<td>Img 2</td>
<td>0.189</td>
<td>0.540</td>
</tr>
<tr>
<td>Img 3</td>
<td>0.570</td>
<td>1.543</td>
</tr>
<tr>
<td>Img 4</td>
<td>1.399</td>
<td>3.155</td>
</tr>
<tr>
<td>Img 5</td>
<td>2.733</td>
<td>5.700</td>
</tr>
<tr>
<td>Img 6</td>
<td>5.407</td>
<td>10.419</td>
</tr>
<tr>
<td>Img 7</td>
<td>8.071</td>
<td>15.094</td>
</tr>
<tr>
<td>Img 8</td>
<td>16.266</td>
<td>29.830</td>
</tr>
<tr>
<td>Img 9</td>
<td>26.888</td>
<td>48.704</td>
</tr>
</tbody>
</table>

As shown in Table 4, for all of the input images, the overhead of executing the kernel code on the GPU without pinned memory is about two times more than the CUDA kernel execution times. However, when using the pinned host memory, the execution overhead reduces by a factor of about two, causing the total speedup to increase from 83x to 118x for the largest image. Note that, although pinned memory reduced the kernel overhead significantly, the overhead is still approximately equal to the corresponding kernel execution time. Thus, we must consider the GPU execution overhead when computing the overall speedup for a fair GPU to CPU comparison.

Figure 5 shows the total measured GPU to CPU speedup, when including the GPU overhead, for the largest image sample. Comparing Figures 3 and 5 shows that the best achievable speedup by the first kernel reduces from 166x to 144x on the GTX 480 and from 171x to 161x on the GTX 780 for the 33*33 local windows. The best measured speedup by the third kernel with the 15*15 local window size decreases from 239x to 118x on the GTX 480 and from 397x to 147x on the GTX 780 when the GPU execution overhead is included.

VII. DEVELOPING REGRESSION MODELS

We develop four linear regression models to predict the total execution time of the first and third kernels and the optimized sequential version of the Nick local image thresholding algorithm as a function of the number of pixels in the input image (see Table 5). In these regression models, P is the total number of pixels in the input image.

Table 5. Linear regression models for the total execution time as a function of the number of pixels in the input image.

<table>
<thead>
<tr>
<th>GPU Kernel</th>
<th>Block Window</th>
<th>GPU Total Exe time (ms)</th>
<th>CPU Total Exe time (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GTX Global</td>
<td>16<em>16 33</em>33</td>
<td>0.000214<em>P 0.002967</em>P</td>
<td>0.000054<em>P 0.000657</em>P</td>
</tr>
<tr>
<td>GTX Shared</td>
<td>16<em>16 15</em>15</td>
<td>0.0000214<em>P 0.002967</em>P</td>
<td>0.000109<em>P 0.000657</em>P</td>
</tr>
<tr>
<td>GTX Global</td>
<td>32<em>32 33</em>33</td>
<td>0.0000214<em>P 0.002967</em>P</td>
<td>0.000043<em>P 0.000657</em>P</td>
</tr>
<tr>
<td>GTX Shared</td>
<td>16<em>16 15</em>15</td>
<td>0.0000214<em>P 0.002967</em>P</td>
<td>0.000043<em>P 0.000657</em>P</td>
</tr>
</tbody>
</table>

VIII. SUMMARY AND CONCLUSION

In this work, we proposed three CUDA kernels for the computation-intensive Nick local image thresholding algorithm. These kernels take different approaches to deal with the long memory latency problem of this method. The first kernel loads and accesses all image pixels from the global memory. It produces a maximum speedup of 144x on the GTX480 compared to the optimized sequential C version, and 161x on the GTX780. The second kernel uses both global and block shared memory. It produces a speedup of about 66x and 132x on the GTX480 and GTX780, respectively, compared to the sequential version. Finally, the third kernel, which loads all image pixels into the shared memory, produces a 118x speedup on the GTX480 and a 147x speedup on the GTX780 when including the GPU overheads. Our experimental results show that the GTX780 (Kepler architecture) produces much better speedup compared to the GPU80 (Fermi architecture) for most of the block size and window size configurations.
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