An FPGA Implementation of a Restricted Boltzmann Machine Classifier Using Stochastic Bit Streams
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Abstract—Artificial neural networks (ANNs) usually require a very large number of computation nodes and can be implemented either in software or directly in hardware, such as FPGAs. Software-based approaches are offline and not suitable for real-time applications, but they support a large number of nodes. FPGA-based implementations, in contrast, can greatly speed up the computation time. However, resource limitations in an FPGA restrict the maximum number of computation nodes in hardware-based approaches. This work exploits stochastic bit streams to implement the Restricted Boltzmann Machine (RBM) handwritten digit recognition application completely on an FPGA. Exploiting this approach saves a large number of hardware resources making the FPGA-based implementation of large ANNs feasible.

I. INTRODUCTION

Software-based implementations running on general-purpose processors are the main approach for implementing large Artificial neural networks (ANNs). With growing interest in neural networks, researchers look for new methods to achieve low-power back-end applications or high-performance neural networks rather than being restricted to the slow, non-portable, software-based approaches. A solution to the limitations of the software-based approaches is an FPGA-based implementation. However, this approach is limited by its high power consumption and substantial resource requirements.

The Restricted Boltzmann Machine (RBM) is a type of artificial neural network that is capable of solving difficult problems. Like other machine learning models, RBM has two types of processes – learning and testing. During learning, the system is presented with a large number of input examples and desired outputs to generate a suitable RBM structure that learns a general rule to map inputs to outputs. In the testing process, the RBM produces outputs for new inputs following the general rule obtained in the learning process.

Implementing a fully parallel specially designed hardware version of a neural network in a single FPGA is expensive, and in most cases is not even possible using today’s FPGAs [1]. Recently, a fully pipelined FPGA architecture of a factored RBM has been implemented [2]. Although the virtualized architecture proposed in this work could implement a neural network with a maximum of 4096 nodes using time multiplex sharing, the largest achievable RBM without virtualization was on the order of 256 nodes.

Stochastic computing (SC) exploits the unique characteristics of computations using random streams of bits. This work shows that SC can be used to overcome FPGA hardware limitations. Stochastic bit streams can be encoded using either a unipolar or a bipolar format. The main motivation of using SC is the simplicity of the computational elements involved. For example, multiplication or scaled addition can be performed using only a single AND or MUX gate [3]. In this paper, we exploit SC to implement the testing process of an RBM with a massive number of computation nodes based on the Hinton et al [4] learning codes.

The stochastic architecture proposed in this work is used to implement a two-layer RBM classifier, which classifies the most well-known handwriting digit image recognition data set, MNIST, completely on a single FPGA. We develop a specific stochastic adder module, Uni_pos_neg, which can automatically handle the format conversions required in implementing stochastic matrix multiplications. Equations (1), (2) and (3) show the functions of different RBM layers [5]:

\[ w1p = 1/(1 + \exp(data \ast w1vishid + coef)) \] (1)
\[ w2p = 1/(1 + \exp(-w1p \ast w2 - bias\_pen)) \] (2)
\[ out = w2p \ast w\_class + bias\_top \] (3)

where data \((1 \times 784)\) matrix is a 28 \times 28 handwritten input image from MNIST data set, coef \((1 \times n)\), w1vishid \((784 \times n)\), w2 \((n \times m)\), bias\_pen \((1 \times m)\), w\_class \((m \times 10)\), and bias\_top \((1 \times 10)\) are the RBM constants computed by the learning process. w1p and w2p are probabilities of the first and second hidden layers.

II. STOCHASTIC DESIGN OF RBM HANDWRITING CLASSIFICATION

A. RBM Data Flow

As shown in (1), (2) and (3), both the first and second RBM layers use similar operations, including multiplications and additions, in the same functional format, \(1/(1 + \exp(x))\). However, the stochastic computation elements used in the proposed architecture require different encoding formats in their inputs while not always producing their outputs in the same format. Fig.1 shows the implementation dataflow of the proposed stochastic RBM. For the details of the FSM-based stochastic tanh function and the stochastic comparator, refer to [6] and [7].

B. Uni_pos_neg adder:

The circuits used in the proposed stochastic RBM need to work with both positive and negative values. However, unipolar stochastic streams are suitable for representing only positive or only negative values. Since the stochastic tanh function [6] accepts the input streams in only bipolar format, the output streams generated from the stochastic multiplication of matrices also need to be in the same format. Thus, we develop a special Uni_pos_neg adder module that can automatically handle the required format conversions for the stochastic matrix multiplication using only AND, OR, NOT, and MUX units, as shown in Fig.2.
TABLE I. AREA, LATENCY AND ERROR RATE OF THE IMPLEMENTED RBMs

<table>
<thead>
<tr>
<th>Size</th>
<th>Area(# of LUTs)</th>
<th>Latency(s)</th>
<th>Output error rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$100 \times 200 \times 10$</td>
<td>144,450</td>
<td>8.561$^{-6}$</td>
<td>5.72%</td>
</tr>
<tr>
<td>$300 \times 600 \times 10$</td>
<td>663,750</td>
<td>9.797$^{-6}$</td>
<td>2.92%</td>
</tr>
<tr>
<td>$500 \times 1000 \times 10$</td>
<td>1,292,310</td>
<td>1.077$^{-5}$</td>
<td>2.32%</td>
</tr>
</tbody>
</table>

The sigmoid operation is an important function required in the stochastic RBM. We implement this function using transformations on (4) to obtain (5). Based on (5), the sigmoid function could be considered as the bipolar encoding of the tanh function. Fig. 3 shows that both the input and the output of the tanh function are in bipolar format by default. However, to match with the restrictions of the proposed RBM structure, we obtain the sigmoid function with bipolar inputs and a unipolar output based on (5).

$$
tanh(x) = \frac{(e^x - e^{-x})}{(e^x + e^{-x})} \quad (4)
$$

$$
1/(1 + e^{-Nx}) = (1 + \tanh(Nx/2))/2 \quad (5)
$$

III. EXPERIMENTAL RESULTS

The proposed architecture with different layer sizes was implemented using Verilog HDL, then synthesized, placed and routed using the Xilinx ISE Design Suite 14.7 on a Virtex7 xc7v2000t FPGA. Functional verification of the proposed architecture has been done in Matlab where we implemented both the conventional approach [4] and also the proposed stochastic architecture to work on 10,000 MNIST handwritten test images. Table I shows the hardware resource requirements, the latency for testing each input image, and also the average output rate of classifying all input images when using the implemented stochastic RBMs with 1024-bit stochastic streams. As can be seen in this table, by shrinking the layer sizes, the number of LUTs is reduced dramatically whereas the latency of the handwritten digit recognition does not experience much change. However, the error rate increases with a very low slope when reducing the layer size or the number of computation nodes. The important point is that even with the largest selected layer size, the proposed stochastic RBM could be completely placed and routed in the current available FPGAs.

IV. CONCLUSION

In this paper, we proposed an FPGA implementation of a restricted Boltzmann Machine classifier using stochastic logic. In a large RBM network, the matrix multiplications and the sigmoid functions are the most expensive operations to be implemented. We proposed the Uni-pos-neg adder to implement the stochastic matrix multiplication and used a modified FSM tanh function to achieve the sigmoid function.
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